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Measurements from three classes of direct-drive implosions at the OMEGA laser ¢yist&n
Boehly et al, Opt. Commun.133 495 (1997] were combined with Monte Carlo simulations to
investigate models for determining hot-fuel areal densitig/{,) in compressed, Pfilled capsules,

and to assess the impact of mix and other factors on the determinatid®,gf The results of the
Monte Carlo simulations were compared to predictions of simple, commonly used models that use
ratios of either secondary 3Ble proton yields or secondary DT neutron yields to primary DD
neutron yields to provide estimatg&pq 2o OF pRpot, 20 » respectively, fopRp,. For the first class

of implosion, wherepRy,, is low (<3 mg/cnf), PRpot, 20 @and pRyor 2 Often agree with each other

and are often good estimates of the acipR},;. For the second class of implosion, wheiy,; is

of order 10 mg/crh pRpot,2p Often underestimates the actual value due to secondary proton yield
saturation; in addition, fuel-shell mix causp®;q 5, to further underestimate, aneRyq o t0
overestimatepRypq. As a result, values 0pRyq 2, and pRyo 2y can be interpreted as lower and
upper limits, respectively. For the third class of implosion, involving cryogenic capsules, secondary
protons and neutrons are produced mainly in the hot and cold fuel regions, respectively, and the
effects of the mixing of hot and cold fuel must be taken into account when interpreting the values
of pRhot2p @nd pRygt 20 - From these data sets, it is concluded that accurate inferenp®&;pf
requires comprehensive measurements and detailed modelin00® American Institute of
Physics. [DOI: 10.1063/1.1771656

I. INTRODUCTION T(=<1.01 MeV+D—n(11.9-17.2 MeVY

Maximizing the hot-fuel areal densityRy,) and under- +%He(6.7-1.4 MeV. (4)
standing the effects of mix upon it are fundamental issues of
inertial confinement fusiorfICF).2~3 One method used for
estimatepR,,,; Of D,-filled capsule implosions is to measure

the yields of secondary proton¥,) and/or secondary neu- These processes produce secondary particles with spec-
trons (Y,,) relative to the primary neutron yieldvg,). 422 tra spread over significant energy intervals due to the kinetic
n E

These secondary particles result from sequential reactions I%nergy.of the primary products. The secqndary particle yields
which the energetic primary products of reactions, are typlca_lly two to three Qrders of magnitude lower than the
primary yield, and the ratio¥,,/Y1,, andY,, /Yy, (which
3 are linearly dependent opRy,; in certain plasma regimgs
D+D—n(2.45 MeV)+"He(0.82 MeV), @) can each be used to infer a valuepd?,; for implosions of
D,-filled capsules in both direct- and indirect-drive
experiment$?~1% In Refs. 12-15, the simple “hot-spot”

undergo fusion reactions with thermal deuterons in the fuel‘r’md/Or “uniform” modelg were used to relate thesg ratios to
pRyot- Although these simple models have been widely used

D+D—p(3.02 MeV)+T(1.01 MeV), 2)

’He(<0.82 MeV)+D—p(12.5-17.4 MeV to i_nfer values of;_)Rho_t, _they have_ some serious Iimita_tions,
which can result in misinterpretation and err¢as described
+4He(6.6—1.7 MeV, (3) in Sec. l); one manifestation of these problems is often dis-

agreement between the proton- and neutron-inferred values
of pR,, calculated from experimental datalso shown in
Fig. 1, where we use the terminologfRy 2, andpRpgt 2 tO

AVisiting Senior Scientist, Laboratory for Laser Energetics, University of

Rochester. . .

YAlso at Department of Mechanical Engineering and Physics and Asf?fe_r to the two experimentally '|nfe'rred vaIQeihese de-
tronomy. viations are related to a combination of mix, temperature
1070-664X/2005/12(3)/032703/13/$22.50 12, 032703-1 © 2005 American Institute of Physics

Downloaded 22 Feb 2005 to 198.125.177.114. Redistribution subject to AIP license or copyright, see http://pop.aip.org/pop/copyright.jsp


http://dx.doi.org/10.1063/1.1771656
http://dx.doi.org/10.1063/1.1771656

032703-2 Kurebayashi et al. Phys. Plasmas 12, 032703 (2005)

100 4 Lttt el R
Hot-spot model

shot 30981

medium

PRyt ‘
)

low o P [ J * -?

PRyt cryogenic

-
o
T

pRuot.2p (Mg/cm?)

-
saal

T TV T
—
4
-
4
4

x10)  Ya shot 27443

0.1 T T T T oIy T T T T TTrrT T T TTTTT

0.1 1 10 100

PRhot,2n (MY/ sz)

FIG. 1. Secondary-proton- and secondary-neutron-implied valuefRgf
are compared for implosions of smalR;, (squares mediumpR;, (tri-
angles, and cryogenidcircles capsules at the OMEGA laser facility. For b } } } } } } } + +
low pRy,; implosions, the values gfRy,, inferred from secondary protons ©

and neutrons using the simple hot-spot model agree reasonably well. It is Yap shot 28900
also shown that values @R, are larger for implosions with-12 kJ laser
energy(open squargshan for implosions with~23 kJ laser energgclosed
squarek For these dramatically overdriven implosions, it is possible that the
effects of mix are coming back into play, as indicated by the observation that
PRhot.x IS larger tharpRy o, . However, for implosions with largesRyq,

the values inferred from secondary neutrons are always larger than the val
ues from secondary protons. The error bars shown are typical of each type ¢
implosion; they include uncertainties in the measurements and in the as
sumed values of the density.

100
Radius (um)

FIG. 2. Calculated radial distributions of primary and secondary birth posi-
) _ ) tions per unit length for@ low pR implosion 30981,(b) medium pR
profile, and the difference between the cross section for se@mplosion 27 443, andc) cryogenic implosion 28 900. For lowR implo-

ondary reaction§3) and(4), which can cause Secondary pro- sions, wherepRy,q 2, and pRyq , agree reasonably well, birth positions of

t d t to b d d in diff ¢ . fth secondary protons and neutrons are virtually identical. However, for me-
ons and neutrons 10 be produced In ditterent regions or ing; pR and cryogenic implosions, whepeR;; », is always larger than

compressed capsulgig. 2). In addition, other workers pR,,.,, secondary neutrons are produced at larger radii than secondary
have noted some puzzling issues with recent Secondary negr_qtons. Note that calculated_radial distributions of_ primary birth rates per
t t in indirect drive implosions on unit volume(as opposed to unit radipare shown in Figs. 10, 11, and 12 for
ron melasuremen S | p these three implosions.
OMEGA . In that work, the authors observed a factor of 3
largerY,, /Y, ratio and a narrower secondary neutron spec-
trum than predicted for these low-convergence implosionparameters that are measured. Section IV describes a Monte
(where mix should be relatively unimportantn contrast, Carlo program that has been developed to model the implo-
for high-convergence implosions, they found better agreesions to understand how particle production occurs. Results
ment between measured and predictgd/Y,, values. from bth experime_nts and Monte_ Carlo simu_lations are dis-
In previous work!? high-resolution secondary-proton cussed in Sec. V, with an emphasis on hef is related to
spectra were obtained during experiments at the OMEGAhe ylelds_ of primary and se.condary particles. Conclusions
laser facility!” The yields were used with measured neutron2'® described in Sec. VI. While Sec. V shows model param-
yields to estimate R, with the hot-spot and uniform mod- eters resulting in simulations that are best fits to the data,
els and it was shoT/(\)/tn thaiR was often lower than Appendix A illustrates the range of models that are statisti-
hot, 2p

PRy TS s e 1 e efcs o kshll i, 51 TS0 Wi 0 s, b B summarzes
and it was suggested that the two different values might b pap P

Bf areal density.
considered lower and upper limits, respectively. In this paper, R4

that work is extended to cover a wider range of implosion

types and to include Monte Carlo simulations that allow a

detailed study of the implications of more realistic models of!l:- PRIMARY AND SECONDARY PRODUCTS

the compressed core on the secondary production. Section Il The hot-spot and uniform models have been commonly
describes the hot-spot and uniform models and their limitaused to relater,,/Y;, andY,,/Y1, to pRpo. The hot-spot
tions. Section 11l describes the experiments and the range ahodel assumes that an imploded capsule is a sphere of uni-
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FIG. 3. (a) Dependence of the secondaryHe (DT)

+4 reaction cross section on the energy of the prinfitg

(T) in a cold D plasma® The D’He reaction cross sec-
tion is peaked close to the birth energy %ie, while
the DT reaction cross section peaks dramatically after T
has lost most of its energyb) As a result, secondary
+ protons are created close to the birth points of primary
3He (here defined apR=0) while secondary neutrons
are produced away from the birth points of primary T
(pR=0). Although this plot is foa 1 dcc, 3 keV D
plasma, it looks similar for plasmas with different den-
} sities and temperatures.

0.5 100
Energy (MeV) R (mg/cm®)

Fusion cross section (barns)

form density and temperature and that all primary reactionplasma. If either particle stops before leaving the fuel, it will
occur at the very center of the capsule. A fraction of thenot sample the entirgR;,;, and the experimentally inferred
primary 3He (tritons) fuses with thermal deuterons, produc- value of pRy,,, Will underestimate the actual valuéy, /Y,

ing secondary proton@eutrong as they move radially out- does not depend on temperature until it starts to saturate,
ward. As the primary particles travel through the D plasmawhile Y,,/Yy, is sensitive to temperature well below the
they lose energy and the probability for producing secondargaturation level. Therefore, without a reasonable estimate of
particles along the path varies greatly since the secondamiasma temperaturey,,/Y,, cannot be used to accurately
D3He and DT fusion cross sectionszye and opr) are  infer pRyg.

strong functions of the primaryHe and T energie§Fig. The uniform model assumes that the primary particles
3(a)].® opspe peaks at~0.65 MeV, close to théHe birth  are produced uniformly in a sphere of constant density and
energy(0.8 MeV), while opr peaks at~0.18 MeV, signifi-  temperature. The',,/Yq, andY,,/Y4, dependencies show
cantly lower than the triton birth energit.0 MeV). As a  behavior similar to that in the hot-spot model. The main
result, secondary protons are mainly produced neaflifee  difference is that values gfR, inferred using the uniform
birth position, while secondary neutrons are mainly produceanodel are always larger than values from the hot-spot model
further away from the triton birth positiofsee Fig. &)]. because the mean path length of primary particles in the D
This information is used to calculaieRyq from Y, /Y, plasma is shorter by 25% in the uniform model, when satu-
andY,,/Y4,, and the resulting dependencies are shown irration has not occurred. The simulations described in Sec. V
Fig. 4 for D plasmas with different temperatures and densiindicate that the hot-spot model usually results in more
ties. The ratios each saturate at different valuepRyf,. for = meaningful values opRy than the uniform model. Thus,
different temperatures and densities because the prithigy the hot-spot model will be used throughout the remainder of
and tritons generally have significantly different ranges in thehe paper.

1E-01 ———+HH -+

T (a) Secondary protons
T hot-spot model

3 st

1 — 1 g/lem?®

—lglem’ | e -y FIG. 4. (8 Yap/Y1, and (b) Yo /Yy,
1B-02 § — 10 g/cm3 i

-- 10 g/cm3 as functions opR, for a 1, 3, and 8
keV D plasma of 1 g/cdsolid line)
and 10 g/cc(dashed ling using the
hot-spot model. The energy losses of
primary *He and T were calculated ac-
cording to Ref. 30, and the fusion
cross sections were calculated accord-
ing to Ref. 18.Y,, /Y, is temperature
independent until it reaches saturation
levels. In contrastY,,/Yq, is tem-
perature dependent well below satura-
tion levels.
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Both models have limitations that can introduce errors LILAC simulation for implosion 30981
into the analysis opR. These include the saturation of 3
Y, andY,, and the uncertainty introduced by the tempera- 7 1 [ @ Fuel -
ture dependence of,,,. The shapes of temperature and den- 6 1 | m shell -
sity profiles, and the presence of fuel-shell Hi¥can have g 5 2 .
substantial impact on secondary particle production. In real- %’D 4 TS ‘
ity, the temperature is highest and the density is lowest at the & i
i . 3 [ ]
center of the implosion. As the temperature decreases and the ﬁé 5
density increases, the rate of energy loss of primary particles 1 -
becomes larger. This typically causes a reduction of the sec- 0 : : :
onda roton production rate and an enhancement of the
'y proton p 0 10 20 30 40

secondary neutron production rdtee Fig. 83)]. Fuel-shell

mix lowers the temperature in the mix region, which in- Laser energy (kJ)

creases the energy loss rate and results in a further reduction

of the secondary proton production rate and an enhancemeRC- 5- 1D clean LILAC simulations for lowR implosion_gogsl indicatg

of the Secondary neutron production rate. Shell materi hr?t hot-fuelpR starts_ to decrease as the capsule is significantly overdriven.
. . . i is trend agrees with measurements wheRg,,, are lower for full-laser

mixed into the fuel can directly affect secondary productionenergy(~23 kj driven thin-glass shell capsules than for low laser energy

by increasing the energy lost by T ariHie after traveling  (~12 kJ driven capsulesFig. 1).

through a given amount of D, due to the higher effective

charge of the shell material mixed in.
sured energy spectra of the secondary protons and where

available secondary neutrons will be compared with the
. EXPERIMENTS simulations. The yields an@l;)v,, together with a realistic
plasma density, can also be used to determine what the
simple hot-spot and uniform models imply for values of

PRhot 2 and pRyor .

In the direct-drive experiments described here, distrib
uted phase plateg, polarization smoothing using birefrin-
gent wedge$® and 1 THz, two-dimensional smoothing by
spectral dispersidfi were applied to smooth the OMEGA
laser beams in order to enhance illumination uniformity andV- MONTE CARLO SIMULATIONS
implosion performance. Three types of capsules were used to A Monte Carlo program was developed to model the
study implosions with a wide range of areal densities. Low-experiments described in Sec. llI. This allows us to use more
PRyt implosions were studied using thi-3 um) glass  realistic temperature and density profiles than those in the
(Si0,) shells filled with ~15 atm of B,. Some of these hot-spot and uniform models. The burn-averaged ion tem-
capsules were irradiated Wita 1 nssquare pulse delivering perature profilé T;(r)] and the shellor cold fuel, for cryo-

23 kJ of on-target energy, while others were irradiated with ayenic capsul@sdensity profile[pe(r)] are assumed to
shorter (600-800 pk pulse with on-target energy of12  have super- or sub-Gaussian profiles, and the six model pa-
kJ2> Medium and largepR implosions were studied using rameters ardio, Tiw, Tip, Sro, Sw, andS, characterizing
Capsules with thICK"’ZO ,um) plastlc(CH) shells filled with the temperature and density proﬁ|es

~15 atm of B, and cryogenic capsules with-a100 um ,

layer of D, ice enclosed within a 3—m thick CH shell, Ti(r)=Tipexd —(r/Tiy)™] ®)
respectively. They were all irradiated with 1 ns squareand
pulses, delivering 23 kJ of on-target energy.

Charged-particle data were collected with two types of
spectrometers. Wedge-range-filter proton spectromét&rs
provided secondary-proton spectra from up to six differenfThese parameters are varied to produce simulated particle
directions simultaneously. These spectra were used to calcproduction that best fits the measured data for each implo-
late the yield and mean energy of secondary protons. Twaion. The hot-fuel density profileo,o(r)] is calculated as-
magnet-based charged-particle spectrom&engrovided  suming that the plasma is isobaric out to the peak shellpres-
spectra of primary protons and tritons for IgwR implo-  sure region; with this constrainp.,q iS then adjusted in
sions. Neutron data were obtained from three diagnosticorder to conserve the fuel mas§he initial fuel mass is
Neutron time-of-flight detectofé provided primary and sec- calculated based on the initial fuel pressure and the size of
ondary neutron yields as well as primary-neutron-yield-the capsuleg.
averaged ion temperaturéT()y.,), and a neutron temporal For computational purposes, each primary particle is as-
diagnosti®® measured the peak primary-neutron productionsumed to produce a secondary particle, and a spectrum of
time and the DD burn duration. In addition, secondary-particles per unit energgiN,/dE is obtained. Since only a
neutron spectra were obtained from the 1020-scintillatosmall fraction of the primary particles actually undergo sec-
array’® on some of the more recent implosions. ondary reactions, the secondary yield and spectrum need

The data from each implosion include the five quantitiestobe normalized according t&,=(P,)Y; and dY,/dE
Yin: Yons Yop, (Ti)yin, @and(Ep), which will be matched  =(P,)Y;(dN,/dE)/N,; (Po)=(f np(l)osed)dl) is the
to simulations in the following section. In addition, the mea- probability of primary-to-secondary conversion, and is cal-

pcold(r):pcoldoexp{_[(r_Sro)/Sw]Sp}- (6)
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(09/3) Asusq

FIG. 6. Parameters from the best-fit
Monte Carlo simulation of shot 30 981
(3.1 um SiG, shell filled with 14.7
atm D,). (& T;(r) and p(r). Fuel
mass is fully conserved, while 11% of
the initial shell mass remaingb) Ra-
dial distributions of the birth positions
of primary and secondary particles in-
dicate that secondary protons and neu-
trons are produced in a virtually iden-
tical region of the capsule.(c)
Measured and simulated secondary-
proton and (d) secondary-neutron
spectra. Note that the shape and width
} of the simulated proton spectrum are
very similar to those of the measured
0 10 20 30 40 50 60 70 spectrum, even though these were not
Radius (um) part of the fitting procedure. The dif-
ference in calculated and measured
4 secondary yields are within the mea-
(c) Secondary proton spectra (d) Secondary neutron spectra surement uncertainties. Measured and
simulated values of implosion charac-
4 + teristics are summarized in Table |.
—— Simulated ——  Simulated Figure 10 indicates how the radial pro-
—— Measured ——  Measured files of T, and p can change without
L significantly altering the quality of the
fit to the data.

Yield / MeV (x107)
N

0 5 10 15 20 0
Energy (MeV)

W

10 15 20

culated in the program as the primary-yield-weighted mean-y,.), or “hot” ( vp<vy). The theory, described in Ref. 30,
value of the line integral of the D number density,f times  predicts that the plasma stopping power reaches a maximum
the secondary fusion cross sectianyj for all possible pri-  whenv,~vy,, which was also demonstrated experimentally
mary particle trajectories. The primary particle production isfor the first time in Ref. 31. The general form for the
determined by the density and temperature profiles. The patharged-particle energy loss per unit distand&/dx, in
ticles are followed along their trajectories through the cap{ully ionized plasmas is given BY

sule until either they escape or lose all of their energy. The

energy loss is calculated, as briefly described in the follow- 1 dE [w.e\2 [v?
ing paragraph, in orde_r_ to obtain,.calong path_s of primary _ "5 ax- v—p G —5 InA, )
particles. The probability of a secondary fusion reaction is P Uth

calculated along the path of the primary particle, and then the
birth position, direction, and energy of the secondary particle ) 12
are calculated. The radial distributions of the primary andVheréw,=(4mn.e”/me)="is the electron plasma frequency,

secondary particle birth positions are recorded as well to il IS the projectile cha}rzge_ number, is the velocity of the
lustrate the effects of profiles and fuel-shell mix. particle, vy=(2T/mg)™* is the thermal velocity of the

The energy loss of charged particles in plasmas iPlasma electrons, and Inis the Coulomb logarithmye, e,

strongly dependent upon the velocity of the particle. Depend‘:’,md me are the elactron density, charge, and mass, respec-
ing on the relative magnitude of the particle veloaityand Vel G(vp/uw) is the Chandrasekhar function, which
the thermal velocity of the background electrong,, the —Peaks avy/viy~1, and explains why the stopping power

plasma can be described as “cold} {>vy,), “warm” (v, reaches a maximum whean,~vg. The formulation given
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TABLE |. Measured and simulated values of yields g for OMEGA The characteristics of the best-fit model for each implo-

implosion 30981, Experimental data were fitted by adjustiig) and  gjon were used to determine how realistic the hot-spot-model
Ti(r). Total x~ along with parameters specifying the cold (§i@empera-

ture and density Gaussian profilgpeak temperatureT(,), 1l/e radius inferred values opRyq are. Values ONZ_p/Yln_' Yon/Yin,
(Tiw), power of the exponentT(,), peak density radiusS,), Lfe radius (Ti}v1n, and plasma density from the simulations were used

(S), and power of the exponen8{)] are also listedpReai=/peaiddr,  to infer pRiet 4, and pRyg; 4, according to Fig. 4. These val-
integrated radially over the SiGshell region, angR;,= [ ppdr integrated y [ sim__

radially over the hot-fuel region of the simulated profiles. Valuep®f,; o, ues were then eompared Wil = [ podr, integrated over
and pRy,q 5, Were deduced using measurddft column and simulated the hot-fuel region.

(right column) yield ratios assuming a 151 g/cc[obtained from Fig. @)]

D plasma a{T;)y1,=0.5 keV.

Shot 30981 Measured Simulated

Yin (1.5+0.15E+11  (1.5+0.23-0.18)E+11 V. RESULTS

Yon /Y1, (5.1+0.98E—4 (5.1+1.1-0.57E—4

Yop!Y1n (7.9+1.1)E—4 (7.6+1.0-0.96)E—4 A. Low areal density implosions

é%py}l:'\(ﬂlfx) 13:‘21;?5'1 14;.3;8:&_0?5'16 For lowpR, implosions, the primary®He and T

X2 0.1 traverse the entire hot-fuel region, and the valuesRfy;

Tio (keV) 20.5+2.5-10 and pRyqt o inferred from secondary protons and neutrons
pw(ﬂm) 3;‘1;‘:)4 using the hot-spotor uniform) model generally agree with
S:Z(Mm) 62+6-10 each other and usually give a reasonable estimate of the ac-
S, (um) 35+3-3.3 tual value of pR;o;. This is shown experimentally by the
Sp 25+=7.5-2 square points in Fig. 1, which compares valuespBf,q 2,
PReoig (Mg/ent) 4.5+4.3-4.2 andpRyo ;- These values were inferred according to Fig. 4
ZE:DI;m(?wlwcgr/ﬂ?) 4.6+6'_§71_2 iggf;g:g assuming a D plasma with a temperaturé By, keV and
pRth:zp(mg/CfT?) 4.3+0.6-0.8 41405 a density of 1.5 g/c¢obtained from a typical best-fit simu-

lation, as discussed beldwFigure 1 also illustrates that
PRhot @and pRygin are larger for implosions with lower
(~12 kJ on-target laser energyppen squargshan for im-
plosions with full (~23 kJ laser energy(closed squares
his could be explained by a larger amount of glass shell
eing ablated away in full energy implosions, resulting in
less material to drive the fuel inwalt®* (see Fig. 5. In

gaddition, these values gfREXP ! from D, implosions with

by multiplying the burn profile by the burn duraticfull- full Ias.er. energy show reasoneble agreement \_/vith values
width-half-maximum of the neutron production ratéhere- from similar thm-glzaéss shell DT |mpI03|off§,for which the
fore, the error in the measurement of the burn duration i&nock-on methot”was used to determine theRpc.

included in the error of the primary yieldE,,) is calculated For implosion 30981, which involved a 34m glass
from the secondary-proton spectrum, afid)yq, is deter- shell filled _W|th 14.7 atm of B gas, Fig. 6a) shows simu-
mined in the region where the primary particles arelated density and temperature profiles from the best-fit simu-
produced? Each of the six input parameters is varied over alation (see Appendix A for other simulatiopsFigure b)
large range, initially using large steps to identify the regionsShows radial distributions of the primary and secondary par-
of small y2. This region is then more carefully explored ticle birth positions; secondary protons and neutrons are pro-
using finer grids; as a result, the six-dimensional parametefiiced in virtually identical regions of the capsule. In addi-
space is explored completely. For each set of model paranilon, a high plasma temperature and a Ip®yq result in
eters, the predicted values of the experimentally measuregimilar values ofpRp inferred from the simulated second-
quantities are calculated and the quality of agreement witlry yields. Values opRj were inferred using the hot-spot
the data from a particular implosion is characterized with themodel and assuming a plasma temperaturé gy, keV

total x2, which takes account of uncertainties in the experi-and a plasma density of 1.5 g/éabtained from the best-fit
mental measurements. For each implosion, it is found thagimulation). In addition, values opR; agree withpRyct
multiple local minima exist within the space of model pa- obtained from the fuel density profile shown in Figa) this
rameters but that there is one clear region with the smallesndicates that the small amount of fuel-shell mix in this type
values ofy?. Errors on the values of individual model pa- of implosion does not have much impact on the accuracy of
rameters are then estimated by asking how much they can like simple model. Measured data and results of the simula-
changed without causing the totgf to increase by more tion are summarized in Table .

than one. Although the widths and shapes of secondary- Simulated secondary spectra are in good agreement with
proton spectra are not used as fit criteria, it will be seen thameasured spectra as shown in Figs) &nd &d). The mea-

the predicted spectra match the measured spectra quite wedlured secondary proton spectrum is an average of fivespectra
this fact provides extra confidence that the best-fit modebbtained simultaneously at different angles from implosion
parameters are realistic. 30981.

above applies to slowing by both plasma electrons an
plasma iongfor the conditions of interest here, electrons are
responsible for about 90% of the energy Joss

Since the model is static, the primary yield is calculate
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12 + } t } t i } } } } 15
(@)
10 8
'cold w)
s *T\m 1°¢
g 6+ )
- )
= o441 TS5 g
24 Phot =
0 . t t t I } ¢ t f f 0
1 ' } ' } ' } : } : } FIG. 7. Best-fit parameters from the
(b) Y2 Monte Carlo simulation for shot

27 443, which involved a 19.4m CH
shell filled with 15 atm Q. (a) T;(r)
and p(r). Fuel mass is fully con-
served, while 32% of the shell mass
T remains(b) Radial distributions of the
birth positions of primary and second-
ary particles show that secondary-
proton production is diminished, while
secondary-neutron production is en-
i : i i hanced in the region of significant
fuel-shell mix. This causes secondary

80 100 protons to underestimate, and second-
Radius (um) ary neutrons to overestimate the actual
value of pRyy. (¢) Measured and
8 simulated secondary proton spectra.
(c) Secondary proton spectra (d) Secondary neutron spectra (d) Simulated secondary neutron spec-
trum. Experimental and simulated val-
< . . ues of implosion characteristics are
% 6 7 Simulated T T Simulated T listed in Table Il, while other fits are
- Measured illustrated in Fig. 11.
%
~
=
0 } f } } } i
0 5 10 15 20 0 5 10 15 20
Energy (MeV)
TABLE Il. Measured and simulated values of implosion characteristics for
OMEGA implosion 27 443. ValuepR,,,; were calculated assuming a2
) o ) g/cc D plasma a{T)y1,=0.5 keV. Results from simulatiofright column
B. Medium areal density implosions indicate thatpRye 2 underestimates angR;, Overestimates the actual
. . . ek value.
Correctly inferring the value o0pRy, is more difficult
for implosions of capsules with thick plastic shells becauseshot 27443 Measured Simulated
Yop _reaches saturation wherRyq IS s_uff|C|entIy large, and Vi, (L5+0.15)E +11 (1.6+0.1-0.25E + 11
Y,, is enhanced in the presence of increased fuel-shell mixy,, /v, (1.5+0.24E—-3 (1.4+0.16-0.12)E-3
The triangles in Fig. 1 show that the values g, are  Yzp/Yun (1.0+0.14E~-3 (1.0+0.1-0.15E~-3
often smaller than values @R 2, as previously reported §$2>p> (“(Afev\% fif(?'; 13;1'(;?00'21: 00'411
in Ref. 12. Values 0pRpo3 and pRyo» Were inferred as- 2 o L o5
suming a temperature df;)y., keV and a D plasma with a T,, (kev) 11+0-5.5
density of 2 gl/cc. Tiw (um) 20+18-0
Figure 1a) shows the temperature and density profilesgp( m) 0'8;1&;_0
. i 4 T S0 (1 -
that result in the best. fit to thg mea§ured data for implosiory ', m) 16426
27 443(19.4 um plastic shell filled with 15 atm of Pgas, S, 1.2+0-0.2
and Fig. Tb) shows the resulting radial distributions of pri- pReoa(mg/cnt) 42.3+3.9-2.1
mary and secondary particle birth positions. About 32% ofP Ruor (mg/en?) 8.9+1-0.4
he initial C . ndl 3 f the initial C PRpot.n (My/ent) 12.8+1.9 11.6+1.2—1
the initial CH mass remains, andl.3 um of the initial CH PRozp (Ma/en?) 5.0+0.7 5.2:0.5-0.7

layer has mixed into the fuélWhich is similar to the amount
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3 : 3 : 0 FIG. 8. (a) ProfilesT; andp, from the
best-fit simulation of shot 28900
(cryogenic capsule with a 5.2am CD
shell and 89um D, ice laye) which
gives the best fit to the measurement.
31% of the total mass remain$) Ra-
dial distributions of the birth points of
primary and secondary particles show
T that most of the secondary protons are
produced in the hot-fuel region, while
secondary neutrons are mainly pro-
duced in the cold-fuel regioric) Mea-
sured and simulated secondary-proton
spectra. (d) Simulated secondary-
neutron spectrum, which is narrower
100 than the spectra in Figs(d® and 7d)
Radius (le) because primary T are less energetic at
the time they undergo secondary reac-
tions; pR of cold fuel is large enough

6 X -
() Secondary proton spectra (x10) (d) Secondary neutron spectra to stop primary T[Fig. 8b)], and the
cross section increases as T loses en-
rall . 1 . T ergy [Fig. 3(@)]. Important implosion
= Simulated Simulated characteristics are summarized in
X 4 1 Measured T T Table 1ll, while other fits are illus-
> trated in Fig. 12.
S 1 1 1
z 24 T +
2
> - e -t
0 e : : :
0 5 0 5 10 15 20
Energy (MeV)

of mix reported in Refs. 19—-2%. The ®He are ranged out Secondary proton spectrum is an average of three spectra

before traversing the entire fuel region. Figurg)7also il-  Simultaneously obtained at different angles from implosion
lustrates an enhancement %§,, by fuel-shell mix; the in- 27443; it shows more downshift than spectra from the low

creased energy loss @f per unit pRy;, due to the cooler, pRhot implosions, reflecting a higher areal density in the

dense shell material, results in an enhanced DT fusion Croscsompressed sheI.I. The WidthS,Of the secondary pr9t°” and
section (Fig. 3, which causesY,,/Y;, to overestimate neutron spectr@Fig. 7(d)] are slightly narrower than in the
' neoan previous case because the average energy of the primary par-

pRﬁiont]. . - . .
. . . . ticles, at the time they undergo secondary fusion, is
Simulated yields and additional parameters charactenzéma”erlz y 9 y

ing the implosion are summarized and compared with mea-

surements in Table Il. This table shows that the values of

p ﬁ'o”t‘ implied by secondary protons and neutrons are smaller

and larger than the value pRﬁigt‘, respectively. The hot-spot

model was used to obtain values @Ry, using(T;)yi, kev ~ C. Cryogenic implosions

for the temperature and assuming the density of the D  For cryogenic implosions, the interpretation of inferred

plasma was 2 g/cc. values ofpRy; is even more subtle, since there is a high-
The simulated secondary proton spectrum is comparetemperature, low-density fuel region and a low-temperature,

with the measured spectrum in Fig(c. The measured high-density fuel region. If most of the secondary particles
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TABLE lll. Measured and simulated values of implosion characteristics for Simulated Secondary neutron spectra
OMEGA implosion 28900pR= [ ppdr, integrated radially over the en- 6
tire simulated profilespRy, is defined as theR that includes 90% of __ shot 30981
primary production. Values 0pR; were calculated assuming a 3:0.5 J (low pR) x25 1
glcc D plasma atT)yi,+0.5 keV. Results from the simulatidmight col- N — shot 28900
umn) suggest that value 0fRyq 2, Provides a good estimate @iRy. = 4 (cryogenic) 1
Secondary neutron implieeRy,, is similar topRy, but this is because the e
value of the temperature used to infeR,, is too large. If the temperature % 1 1
of the cold-fuel regior{l keV instead of 3.6 ke)Avere used, a much smaller =
and physical value 0pRy,,, would be implied. ; 4 1
)
Shot 28900 Measured Simulated =
Yin (1.2£0.12E+11 (1.3+0.12- 0.14)E+11
Yon!Y1n (9.4+1.4E-3 (9.1+1.0-1.1)E-3 0 i i i
You Y10 (1.8£0.26)E—3 (1.6+0.0-0.2)E—3
<Ezp> (MeV) 13.31+0.10 13.28-0.15-0.11 0 5 10 15 20
(Ti)vin (keV) 3.650.5 3.5+0.6-0.3 Enerey (Me
X2 e 0.6 gy ( V)
Tio (keV) 8.5+9.5-2.5 FIG. 9. Comparision of simulated secondary-neutron spectra for shots
Tiw (um) 18+10-8 30981 and 28900, showing that the spectrum from the cryogenic shot is
Tip 1.2+0.6-04 narrower because the primary T are less energetic at the time they undergo
Sio (um) 52+22-2 secondary reactiongR of cold fuel is large enough to stop primary[Fig.
Sy (um) 32+16—-12 8(b)], and the cross section increases as T loses efEigy3(a)]. Note that
S 9+=1-7.5 detailed analysis of secondary neutron spectra was used to study areal den-
pRiga (Malen?) 48.2+3.2-6.0 sity in Ref. 10.
pRhot (Mglen?) 7.9+0.2-1.7
pRuoum (Mglent) 49.8+5.0-6.9 48.0+r4.9-4.0
pRuot 2 (Mylent) 9.3+1.9-15 7.8+0.5-0.6

Simulated values of yields and other important implo-
sion characteristics are compared with experimental results
in Table I1l. The hot-spot model value Ry 5, is close to
pRum, but this does not mean that the hot-spot model de-
scribes the implosion accurately. The agreement is an acci-
are produced only in the hot-fuel region, thép/Y,, can be  dental consequence of using the wrong temperagley1,, ,
used to infelpRy;. On the other hand, if secondary particles which samples the hotter central region rather than the cooler
are mainly produced in the inner part of the cold-fuel regionfuel region where most of the secondary neutrons are pro-
the inferredpR is larger tharpRy,o;, but smaller tham Ry, - duced.

(Even the more penetrating T cannot traverse the entire cold- This implosion has also been analyzed using a combina-
fuel region since the range of film 8 g/cc, 1 keV D plasma tion of x-ray and neutron measurements, without the use of
is ~15 mg/lcnf, and we usually calculatepRy,  Secondary proton data. Those results are discussed in Ref.
>40 mg/crﬁ from the downshift of the average Secondary- 38. While the best-fit prOfileS were somewhat diffel’ent, they
proton energy for cryogenic implosiongigure 1 shows that agree within the uncertainties of the two simulation tech-
PRt 2n is always larger thapRy 5, for those implosions  MAUes.

(values were inferred assuming (d;)y,,keV, 3 glcc D

plasma. VI. CONCLUSIONS

Radial profiles of temperature and density calculated for
implosion 2890089 um D, ice layer inside of 5.Jum CH

shel) are shown in Fig. &), and simulated and measured implosions, but disagreements between the valuesRf,

ls;pectra dare Zhgwt?] n Flgs((;ﬁ and E{td). As m?'cate_d N inferred from secondary-proton and neutron yields have of-
igs. 8d) and 9, the secondary-neutron spectrum is mucqen been observed, indicating limitations in these simple

narrower than the secondary-neutron spectra from Figs. 6 models. Results from direct-drive experiments at the

a”‘?' 1d) because the primary T are, on average, less enefy\ e jaser system and Monte Carlo simulations provided
getic when they fuse with thermal 1. Measurements _of_ a deeper understanding of the relationship betwe®nthe
secondary-neutron spectra from more recent cryogenic iMgapsule structure, and secondary particle production. Experi-
plosions also show the same characteristics. ments show that values iR, inferred from the ratios of
The radial distributions of the primary and secondarysecondary proton and neutron to primary-neutron vyields
birth positions shown in Fig. (8) indicate that secondary (Yap/ Y10 @andY,,/Y4,) using the hot-spot model agree well
protons and neutrons are born mainly in the hot- and coldfor low pR,., implosions (thin-glass shell capsulgsand
fuel regions, respectively. ThereforeRpq 2, gives an esti-  simulations indicate that they give a good estimate of the
mate of pRyo, while pRyo o provides a lower limit on  actual value ofpRyy. The results from implosions of
pRiotar- IN this type of implosion, effects of mix or exchange D,-filled thin-glass shells also show reasonably good agree-
of hot and cold fuel play significant roles in determining the ment with result¥® from implosions of similar capsules filled
radial distribution of secondary birth positions. with DT gas. For thick-plastic-shell capsule implosions,

The hot-spot and uniform models have been used to in-
fer the areal density of the hot-fuel regiopR,,) of D,

Downloaded 22 Feb 2005 to 198.125.177.114. Redistribution subject to AIP license or copyright, see http://pop.aip.org/pop/copyright.jsp



032703-10  Kurebayashi et al. Phys. Plasmas 12, 032703 (2005)

25 (a) 20 (b

20 - 15 | i
S 15 -9
£ D 10 ,
= 10 1 s 8

5 | i i

4 —

Pressure (Gbar)
psioz (g/cc)

100 150
Radius (um)

Burn rate (x10%/cm®/s)
N

0 T 1
0 50 100 150

Radius (um)

FIG. 10. Samples of differer(e) temperature(b) and (d) density,(c) pressure, andd) burn profiles which produced fits to the data which are statistically
compatible with the data for implosion 30981. Bold lines represent the best-fit profiles; dashed and dotted lines represent the fits having the: loigbsst a
peak temperature, respectively, in the group of (figsy lines for which the totaly? is within one of its minimum value.

where pRy Of an implosion becomes sufficiently large, respectively. For cryogenic capsules, secondary protons are
Y2p/Y1n underestimatepRy since the primary®He are  produced mainly in the hot-fuel region, and the proton-
ranged out before sampling the entire hot-fuel region. In adimplied value ofpR provides a good estimate of the hot-fuel
dition, fuel-shell mix increases the rate of energy losdté  pR. In contrast, secondary neutrons are mostly produced in
and causesY,,/Y;, to further underestimat@R,. The the inner part of the cold-fuel region, and the neutron-
fuel-shell mix also causes,, /Y, to overestimate R, by  implied pR gives a lower limit on the totapR when calcu-
slowing down the primary T, thereby increasing the secondtated correctly using the secondary-neutron-birth-point aver-
ary DT fusion reaction cross section. As a result, values ofge temperature and density. Naive use of the simple hot-
pRnot for mediumpRy,, capsules inferred fron¥,, /Y, and  spot or uniform model, with a burn-averaged temperature,
Y,n/Y 1, using the hot-spot model should be interpreted aften results in inaccurate inference,;. More thorough
estimates of the lower and upper limits on the achR);, analysis, such as the use of complete data sets and simula-
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FIG. 11. Samples of differerte) temperature(b) and (d) density,(c) pressure, an¢e) burn profiles which produced fits to the data which are statistically

compatible with the data for implosion 2744&s described in the caption of Fig.)10he width of the burn profile is narrower than the width for implosion
30981, indicating more compression.

tions for determining the secondary birth positions and theGrant No. DE-FG03-03NAOO038LLE (subcontract Grant
effects of mix, as presented herein, or the use of detailetllo. 412160-001¢ and LLNL (subcontract Grant No.
analysis of secondary neutron spectra both from experimen8504974.
and simulationg? is required in order to obtain a realistic
estimate ofpRy,;-
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ACKNOWLEDGMENTS Section V showed the parameters of models that pro-

The work described here was performed in part at thevided simulations most closely matching measured data. Fig-
LLE National Laser Users’ FacilityNLUF), and was sup- ure 10—-12 show how much these models parameters can be

ported in part by the US DoEGrant No. DE-FGO03- altered without becoming statistically incompatible with the
03SF2269), US DoE DP/NNSA(Cooperative Agreement data.

Downloaded 22 Feb 2005 to 198.125.177.114. Redistribution subject to AIP license or copyright, see http://pop.aip.org/pop/copyright.jsp



032703-12

T; (keV)

Pressure (Gbar)

Kurebayashi et al.

15

0 50 100 150

Radius (um)

Phys. Plasmas 12, 032703 (2005)

15 (&)

po (g/cc)

w

Burn rate (x10%%/cm’/s)
N

0 50 100 150
Radius (um)

FIG. 12. Samples of differeri) temperature(b) density,(c) pressure, an¢d) burn profiles which produced fits to the data which are statistically compatible
with the data for implosion 2890@&s described in the caption of Fig.)10he width of the burn profile is narrower than the width for implosion 30981,
indicating more compression.
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